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Abstract: Energy consumption in buildings takes a large part in the total energy
consumptions in modern society. Energy consumption prediction with high precision is
necessary for building energy conservation. Meanwhile, due to the difficulty of data
acquisition, the influence of model dimensionality reduction on prediction accuracy needs
further studies. In this paper, a particle swarm optimization - supported vector regression
(PSO-SVR) algorithm is adopted to construct the prediction model. The energy consumption
data of an office building in Shanghai from 2017 to 2018 is used to build and test the
prediction model. Four different combinations of selected input variables are created and
evaluated by the PSO-SVR algorithm to investigate the effect of different input selections.
The results show that PSO-SVR algorithm can improve the model performance. The
combination investigation shows that the features of indoor facilities influence the prediction
performance greater than out door features and time-related features.

1. Introduction

In 2018, energy consumption in buildings took up about 32% of the global energy demand and 30%
of energy-related CO2 emissions. Energy consumption in buildings is still increasing with the
population growth and demand for building comfort. Commercial office buildings are an important
part of the urban complex. Office buildings normally contain the central heating, ventilation and
air-conditioning (HVAC) system, which makes it easier to adjust the system and reduce energy
consumption. To achieve the goal, precise prediction of energy consumption is necessary. Precise
energy prediction can not only help with the operation scheduling of HVAC system, but also be
useful in the energy system designing process.

Black-box model, which is mainly contributed by machine learning algorithm, is widely applied in
the prediction of building energy consumption in the past few years. Black-box model ignores the
physical relationships in building parameters and gives highly credible value based on statistical
theory [1]. Many approaches have been applied in building energy forecasting [2, 3, 4]. Among those
approaches, artificial neural networks (ANN) and support vector regression (SVR) got the
widespread adoption for their high accuracy [4]. Some further research has focused on the feature
selection and tend to reduce the input variables requirement[5, 6, 7], Platon et al [7] used ANN and
principal component analysis (PCA) to predict hourly electricity consumption in a government
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facility. Chen et al [8] adopted SVR algorithm with the multi-resolution wavelet decomposition
(MWD) in the short-term electricity consumption prediction.

Meanwhile, some other researches paid attention to the accuracy improvement of prediction model.
Almost all of the machine learning algorithms need to setup appropriate hyper-parameters, such as
the C, gamma and epsilon in SVR, to insure the fitting (or learning) is effective [9]. However, these
parameters have no specific physical meaning and therefore are commonly set with empirical. This is
not good enough for improving the precision of the model. Heuristic optimization algorithm can help
to set up appropriate parameters, because their unique random search method of optimum can solve
the non-convex programming problem within the loss function in machine learning algorithm [10,
11]. Among them, Particle swarm optimization (PSO) shows the strong capability of global optimal
search and fast search speed and has been widely used in the hyper-parameter adjustment of machine
learning.

Despite the efforts made by the researches mentioned above, difficulties in data collection still
cannot be ignored. It is worth to make further investigation about the effects of features reduction on
the prediction accuracy.

Considering the research gaps mentioned above, this paper implemented a hybrid PSO-SVR
prediction model and used a set of real energy consumption data of a building to validate the
improvement. Then the effect of different input variables combination is evaluated by the proposed
model.

2. Methodology

2.1.Supported Vector Regression

Support vector machine is firstly created by Vapnik and then extended to support vector regression by
introducing the ε-insensitive loss function into the approach. The algorithm is based on the
construction of the hyper plane that decided by the maximum margin feature sets. SVR algorithm
tries to find out a function that relate the training feature sets {x1, x2, x3, …}and target values {y1, y2,
y3, …}. When a new set of features comes up with, the SVR gives the predicted target value based on
the function set as follows,

� � = �� � � � t (1)

Where � and b decide the hyper plane, ��㲀 is the mapping method on input variables set.
In order to include the training data set as much as possible and keep a high generalization

performance of the algorithm simultaneously, the � and b need to be set appropriately. By
introducing the ε-insensitive loss function and the slack variables, the SVR problem is converted as
follow,
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where � is the regularization constant, which is also the penalty factor of the objective function, �� and
��� are the slack variables.
By introducing Lagrange multiplier method, the general formula of the solution is obtained as

follows,

� � =
�=�

�

���� � ��㲀���� ��㲀� � t (3)

where ���� ��㲀 is called as the kernel function, which can map the non-linear problem to a high
dimensional space, and obtain the linearly separable plane. The kernel function that used to deal with
the non-linear problem is the Radial Basic Function (RBF), which is suitable for the non-linear
mapping between building energy consumption and the inputs. The RBF is described as follow,

���� ��㲀 = exp �
� � �� �

���
㲀 (4)

Where �
���

is called as γ, which can adjust the separation degree of the mapping.
Therefore, the �, 㕊 and γ are the parameters of before SVR algorithm is applied, which are also

called as the hyper-parameters. By adjusting hyper-parameters, better performance can be achieved.

2.2.Particle Swarms Optimization

The particle swarm optimization (PSO) was proposed by Eberhart and Kennedy [12] with the
inspiration of bird flocking and fish schooling. The PSO algorithm is based on stochastic optimization
method with a constant population. The position of each particle in PSO represents a solution to the
variables. During the iteration calculation, on one hand, the particles can find out a set of positions by
moving itself, the value of best position is called pbest. On the other hand, the positions of all particles
in the population are compared and the value of global best position, named gbest, can be found out.
The particles change their position and the velocity based on the pbest and gbest, and the final
position can be obtained by ending up iterations or achieving expected tolerance.

2.3.Research Framework

The research framework is shown in Figure 1. The process starts with data cleaning and
normalization, the abnormal data is dropped out from the data set. Then, the independent hour is set as
the dummy variable. Moreover, the time series features as HVAC_24, Tmpc_24, Relh_24 are also
introduced in to the model. Based on the properties of the features, four combination of input features
are set. The data is separated into three parts: The hyper-parameters of SVR model is based on the
PSO algorithm with MAPE as the fitness function. A validation is adopted in order to avoid the over
fitting problem. The combinations of input are shown in Table 1.
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Figure 1: Research framework.

Table 1: Input combinations.

Series Inputs combinations

Selection 1 HVAC_24, Light_24, Tmpc, Relh, Tmpc_24, Relh_24, dummy hour, Month,
workday

Selection 2 HVAC_24, Light_24, dummy hour, Month, workday
Selection 3 Tmpc, Relh, Tmpc_24, Relh_24, dummy hour, Month, workday
Selection 4 HVAC_24, Light_24, Tmpc, Relh, Tmpc_24, Relh_24

3. Case Study

In order to validate the accuracy improvement of PSO-SVR algorithm, the hourly energy
consumption data an office building located in Shanghai with corresponding weather conditions are
employed in the proposed model. As can be seen from Figure 2, the energy consumption of target
building is closely related with the day of the week. The energy consumption shows obvious
difference in workday and weekend. The energy consumption of building also shows seasonal
changes.
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Figure 2: Hourly energy consumption of target building in 2017.

3.1.Data Preparation and Performance Metrics

A filter build by statistics information of energy consumption is adopted to clean the training data.
Moreover, linear interpolation method is applied to fulfill the missing data. Then, the max-minimum
normalization method is employed to build a stable training data and the testing data by scaling the
data to (0 ,1).

To evaluate the prediction model, as shown in Table 2, four performance metrics are used.

Table 2: Detail of performance metrics.

Abbreviation Description Formula

MAPE mean absolute percentage error
�
�

�=�

�
�� � ���
��

� ×���%

MAE mean absolute error
�
�

�=�

�

�� � ����

RMSE root mean square error �
�

�=�

�

��� � ���㲀��

R2 coefficient of determination � � �=�
� ��� � ���㲀��

�=�
� ��� � ���㲀��

4. Results

To validate the improvement, a default SVR algorithm with hyper-parameters setting as C=1, γ=0.036,
ε=0.1 is implemented. Table 3 shows the performance metrics of original SVR and proposed PSO-SVR
algorithm. The MAPE of both algorithms are less than 13% and the R2 are over 90%, indicating that
both algorithms are suitable for building energy consumption prediction. The performance metrics of
fitting part are better than the prediction part in both original SVR and PSO-SVR algorithm.
Compared with original SVR, proposed PSO-SVR algorithm has the lowest MAPE (8.9323 in fitting
part and 9.8032 in prediction part) and the highest R2 (0.9483 in fitting part and 0.9398 in prediction
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part), which shows PSO-SVR has improved the performance effectively. The optimal
hyper-parameters of SVR are found as C=59.1, γ=0.9421, ε=0.0024.

Table 3: Performance with SVR and PSO-SVR model.

Algorithm {C, γ, ε} Fitting Prediction
MAPE MAE RMSE R2 MAPE MAE RMSE R2

SVR
1,

0.036,
0.1

12.5261 0.0332 0.0303 0.9211 11.1396 0.0349 0.0482 0.9129

PSO-SVR
5.91e+02,
9.42e-01,
2.46e-03

8.9323 0.0251 0.0374 0.9483 9.8032 0.0258 0.0276 0.9398

Figure 3 Shows the typical actual and predicted energy consumption of target building. It can be
found that the overfitting is more likely to occur in transition season, while in cooling season and
heating season, the proposed model shows better generalization ability.

Figure 3: Actual and predicted energy values of target office building.
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Table 4: Model performance with different input selection combination.

Algorithm {C, γ, ε} Fitting Prediction
MAPE MAE RMSE R2 MAPE MAE RMSE R2

Selection 1
(original)

5.91e+02,
9.42e-01,
2.46e-03

8.9323 0.0251 0.0374 0.9483 9.8032 0.0258 0.0276 0.9398

Selection 2
7.71e+02,
6.00e-01,
1.22e-03,

9.2316 0.0298 0.0470 0.9384 10.5514 0.0421 0.0204 0.9201

Selection 3
9.42e+02,
8.36e-01,
2.87e-03,

18.0962 0.0953 0.0887 0.8149 22.7562 0.1044 0.0628 0.7659

Selection 4
8.07e+02,
9.10e-01,
1.12e-03,

9.3625 0.0658 0.0754 0.9146 10.3516 0.0403 0.0278 0.9321

In order to found out the effect of performance degradation on different combination of input
features, four combinations are investigated by proposed PSO-SVR model. The optimal
hyper-parameters of SVR and corresponding performance metrics of each combination are shown in
Table 4. It can be found out that Selection 2 has the lowest performance degradation with
MAPE=9.2316 and R2=0.9384 in fitting part, while Selection 4 has the lowest performance
degradation with MAPE=10.3516 and R2=0.9321 in prediction part. However, performance metrics
of Selection 2 decrease obviously, with the obvious overfitting problem in prediction part. This
indicates that, when the data of indoor facilities are available, the influence of outdoor environment
conditions and features related with time series can only affect the prediction lightly. Therefore, it is
necessary to access the data of indoor facilities for high accuracy energy consumption prediction of
office building.

5. Conclusions

This paper established a PSO-SVR prediction model for office building’s energy consumption.
Proposed model has high performance metrics with MAPE=9.8032, MAE=0.0258, RMSE=0.0276and
R2=0.9398. Compared with default model, the MAPE of PSO-SVR prediction model has decreased by 1.33%
and the R2 has increased by 2.69%. During prediction, overfitting problem are more likely occurring in
transition season. The influence of indoor facilities features on the prediction results is much greater than
outdoor environment features and time-related features. Reducing the indoor facility features as inputs will
greatly reduce the accuracy of the model.
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